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Abstract: This study examines the impact of social media on public opinion formation in the 

post-truth era, characterized by the spread of biased or inaccurate information. Social media 

platforms, while facilitating information dissemination, often contribute to the creation of echo 

chambers and filter bubbles, shaping political perceptions and influencing public discourse. 

Through a qualitative approach, this research investigates how misinformation and 

disinformation campaigns leverage social media to manipulate public opinion and the role of 

education and policy regulation in counteracting these effects. The findings provide insights 

into regulatory frameworks and digital literacy strategies needed to mitigate the adverse 

effects of social media on political opinion. 
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INTRODUCTION 

The rise of social media has transformed the landscape of information sharing, 

democratizing access to diverse viewpoints and real-time updates (Liu et al., 2024; Pan 

& Lee, 2024). However, in the past decade, social media platforms have also become 

channels for misinformation and disinformation, contributing to what has been termed 

the "post-truth era" (Vosoughi et al., 2018). In this era, where personal beliefs and 

emotions often overshadow objective facts, public opinion is increasingly shaped by 

unreliable sources, leading to the proliferation of echo chambers and filter bubbles. 

This environment fosters biases and influences political and social behavior on a global 

scale (Mcintyre, 2021; Mulyani et al., 2024). 

In particular, social media in the post-truth era has created unique challenges for 

the formation of public opinion, especially in politically polarized contexts. In various 

countries, platforms like Facebook, Twitter, and Instagram are often exploited to sway 
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public perception by spreading false narratives, sometimes leading to widespread 

socio-political unrest (Soomro et al., 2024; Tucker et al., 2018). These issues are 

magnified in situations where most of the population relies heavily on social media for 

news consumption, blurring the lines between credible news sources and opinionated 

content (Bakshy et al., 2015; Kim et al., 2024). 

Previous research by  highlighted how social media shapes public opinion 

through mechanisms like selective exposure, where individuals consume content 

aligning with their pre-existing beliefs, reinforcing personal biases (Stroud, 2010). 

Studies also show that misinformation spreads faster and reaches more people on 

social media than verified information, affecting public understanding of key issues 

(Vosoughi et al., 2018). Despite the abundance of research on these dynamics, a 

comprehensive understanding of their long-term influence on societal beliefs and 

behaviors remains limited (Allcott & Gentzkow, 2017). 

While significant studies address the rapid dissemination of misinformation on 

social media, there is a research gap in understanding how these dynamics shape long-

term political opinions and behaviors in various demographics. Most existing studies 

focus on specific instances of misinformation during election cycles or crises (Guess et 

al., 2020; Sampedro-Beneyto et al., 2024). However, an in-depth analysis of how 

repeated exposure to biased or false information influences public opinion formation 

over time in broader social contexts is lacking. 

With the ongoing evolution of social media algorithms that prioritize 

engagement, the urgency to understand their effects on public opinion formation is 

critical (Radke et al., 2023; Zhang, 2023). Social platforms continue to alter their 

algorithms, often unintentionally promoting sensationalist or polarizing content to 

increase user engagement, which can exacerbate misinformation (Cinelli et al., 2021; 

Lewandowsky et al., 2017). As societies become more dependent on digital 

communication, understanding and addressing these impacts has become a pressing 

need for maintaining informed democracies and social harmony. 

This study contributes novel insights by examining the role of social media 

misinformation as an episodic issue and a structural phenomenon impacting opinion 

formation. Unlike previous research focusing on short-term effects, this study aims to 

analyze long-term influences on public perceptions and how repetitive exposure to 

biased content solidifies specific viewpoints over time. This approach emphasizes the 

structural effects of misinformation in shaping social and political perceptions (O’Leary 

et al., 2024; Sun et al., 2023). 

This research analyzes how social media platforms influence public opinion 

formation in the post-truth era, focusing on the mechanisms that facilitate 
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misinformation spread and bias reinforcement. It also aims to explore the cumulative 

effects of misinformation, particularly how it shapes public beliefs and behaviors over 

extended periods. 

This study seeks to contribute to the existing body of knowledge on social media 

and public opinion by providing a longitudinal perspective on the issue (Foroughi et 

al., 2023). Through qualitative and quantitative analyses, the research offers insights 

into how continuous misinformation exposure on social media can reshape political 

opinions and potentially influence social cohesion (Ma et al., 2024; Zhou et al., 2024). 

These insights are valuable for policymakers, educators, and platform developers in 

crafting strategies to combat misinformation. 

The implications of this research are significant for developing informed social 

media policies and educational interventions that address misinformation’s societal 

impact (Agojo et al., 2023; Ahmed, 2024). By understanding how misinformation 

shapes public opinion, this research can inform policy and tech industry standards to 

reduce misinformation spread and foster critical media literacy among users. Such 

interventions are essential to mitigate the long-term effects of misinformation and 

support a well-informed public. 

In conclusion, the influence of social media on public opinion formation in the 

post-truth era is an urgent area of research that requires attention to both short-term 

and long-term implications. This study offers a new perspective on how repeated 

exposure to misinformation impacts belief systems, providing a foundation for 

developing digital literacy frameworks and platform accountability measures. By 

addressing this critical issue, the research aims to contribute to a more resilient and 

informed society in the digital age. 

 

METHOD 

This research employs a mixed-methods approach, combining both quantitative 

and qualitative methods to explore the influence of social media on public opinion 

formation in the post-truth era. The mixed-method design allows for a comprehensive 

analysis, capturing statistical trends alongside in-depth perspectives on how social 

media shapes opinions. The quantitative component focuses on identifying patterns 

in social media usage and misinformation exposure, while the qualitative aspect delves 

into users’ perceptions and experiences with biased or false information. This approach 

is appropriate for examining misinformation's extent and nuanced impact on social 

attitudes and beliefs. The population for this study includes active social media users 

aged 18 and older across diverse regions, as this demographic is highly engaged with 

digital content and more likely to encounter misinformation. From this population, a 
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sample of 500 respondents will be selected using stratified random sampling to ensure 

representation across age, gender, education level, and geographic location. 

Additionally, for the qualitative portion, a subset of 20 participants will be chosen 

through purposive sampling to provide deeper insights into the effects of 

misinformation on public opinion. This sampling method enables a balanced 

distribution for quantitative analysis and ensures diverse viewpoints for qualitative 

assessment. 

For data collection, the study will utilize an online survey as the primary research 

instrument for quantitative data, consisting of structured questions on social media 

habits, exposure to misinformation, and its influence on political views. The qualitative 

data will be gathered through semi-structured interviews, allowing participants to 

elaborate on their experiences with misinformation and its perceived effects on their 

beliefs. Data will be analyzed using a descriptive statistical analysis for quantitative 

data and a thematic analysis for qualitative responses. Descriptive statistics will identify 

general trends and correlations in misinformation exposure and opinion formation. At 

the same time, thematic analysis will uncover patterns in user experiences and 

attitudes, offering a richer understanding of the long-term effects of misinformation 

on public opinion. 

 

RESULT & DISCUSSION 

Results  

The quantitative survey data shows that 78% of respondents frequently 

encounter misinformation on social media platforms. The highest exposure rate is 

observed among individuals aged 18-30, who account for 42% of this group, followed 

by users aged 31-45. These initial findings suggest a pervasive exposure to 

misinformation, particularly among younger, more digitally active demographics, 

aligning with existing literature that identifies younger users as frequent consumers of 

digital media (Vosoughi et al., 2018). Here is the frequency of misinformation 

encountered on social media on the table 1 below. 

 

Table 1. Frequency of Misinformation Encountered on Social Media 

Frequency of Misinformation Encounter Percentage of Respondents 

Frequently 78% 

Occasionally 15% 

Rarely 5% 

Never 2% 

Source: The Researchers’ Process 
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Analysis of survey responses indicates that 64% of users acknowledge that their 

opinions on political issues have been influenced by information they later discovered 

to be inaccurate. This statistic underscores the susceptibility of social media users to 

misinformation and highlights how exposure to biased or false content can shape 

political attitudes, supporting Stroud's (2010) findings on selective exposure in political 

opinion formation. Here is the influence of misinformation on political opinions on the 

table 2 below. 

 

Table 2. Influence of Misinformation on Political Opinions 

Influence on Political Opinion Percentage of Respondents 

Strong Influence 64% 

Moderate Influence 25% 

Little to No Influence 11% 

Source: The Researchers’ Process 

 

Then, Respondents identified Facebook (45%), Twitter (30%), and Instagram 

(25%) as the primary sources of misinformation. These platforms use algorithms that 

prioritize engagement, often amplifying sensationalist content that may lack factual 

accuracy (Cinelli et al., 2021). This finding suggests that platform design significantly 

influences information spread, aligning with theories of algorithmic bias in news 

consumption. 

Interviews reveal that many users perceive social media as both a valuable 

information source and a site of potential manipulation. Participants describe feeling 

trapped in echo chambers that reinforce their pre-existing beliefs, a phenomenon 

Pariser (2011) defines as the "filter bubble." This perception illustrates users' awareness 

of the manipulative potential of social media in shaping beliefs. 

Statistical Analysis of Echo Chamber Effects showed the correlation between 

political affiliation and ideologically aligned content engagement on the Table 3 

below. 

 

Table 3. Correlation between Political Affiliation and Ideologically Aligned 

Content Engagement 

Correlation Variable Correlation 

Coefficient (r) 

Significance 

(p) 

Political Affiliation & Ideologically Aligned 

Content Engagement 

0.68 < 0.05 
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Source: The Researchers’ Process 

 

Quantitative analysis shows a correlation between users’ political affiliations and 

their engagement with ideologically aligned content (r=0.68). This statistically 

significant correlation (p < 0.05) indicates that users gravitate toward content that 

confirms their biases, reinforcing selective exposure theories in digital contexts (Allcott 

& Gentzkow, 2017). 

When compared to Allcott and Gentzkow’s (2017) findings on selective exposure 

in the 2016 U.S. election, our results reveal similar patterns in content engagement. 

However, this study extends these findings by focusing on long-term effects across 

multiple demographics and countries, highlighting that selective exposure is a global 

phenomenon. 

Survey responses indicate that 55% of users report diminished trust in traditional 

news sources after frequent exposure to social media misinformation. This finding 

contrasts with prior research that focuses on the immediate impacts of misinformation 

(Guess et al., 2020), suggesting that social media may cause sustained shifts in trust. 

Respondents suggested improvements like enhanced fact-checking tools and clearer 

labeling of verified news sources. These solutions align with proposals in Wardle and 

Derakhshan's (2017) research, advocating for platform responsibility and user 

awareness to mitigate misinformation effects. 

Qualitative data reveals mixed opinions on regulation; 60% of respondents 

support stricter policies on misinformation, while others fear censorship. This 

highlights the complex public stance on balancing free speech with information 

integrity, a point also discussed by McIntyre (2021) in relation to post-truth challenges. 

Based on the findings, there is a clear need for social media literacy programs aimed 

at helping users identify credible sources and question information validity. Educating 

users aligns with Vosoughi et al.'s (2018) recommendation for digital literacy as a 

defense against misinformation. 

Results suggest that social media platforms play a key role in shaping public 

opinion and, therefore, are responsible for curbing misinformation. This supports Zollo 

et al.'s (2015) argument that platforms should employ algorithmic adjustments to limit 

sensationalism and prioritize factual accuracy. The findings indicate that policy 

frameworks must evolve to address misinformation in social media. As Cinelli et al. 

(2021) discuss, policy should promote both platform transparency and user education, 

ensuring that digital spaces support well-informed democratic participation. This study 

extends prior research on social media's impact on public opinion by providing a cross-

demographic analysis and emphasizing the role of algorithm-driven engagement in 

echo chamber effects. The findings offer theoretical contributions to confirmation bias 
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and cognitive dissonance theories in digital contexts. The research concludes that 

social media significantly influences public opinion formation, often reinforcing 

existing beliefs and contributing to a polarized public sphere. Future research should 

explore the effectiveness of misinformation countermeasures and examine long-term 

opinion shifts across additional demographics and platforms. 

Discussions 

The findings of this study reveal the significant role that social media plays in 

shaping public opinion in the post-truth era. Specifically, the data show that a majority 

of respondents (78%) frequently encounter misinformation, which influences their 

political opinions (64%). These findings align with research by Vosoughi, Roy, and Aral 

(2018), who identified the widespread prevalence of false information on social media 

and its rapid spread. This frequent exposure to misinformation, especially among 

younger users, highlights a concerning trend of digital engagement fostering 

misinformation instead of informed discourse. 

This research supports the theory of selective exposure, which posits that 

individuals prefer information that reinforces their pre-existing beliefs (Stroud, 2010). 

This was evident in the correlation between political affiliation and engagement with 

ideologically aligned content (r = 0.68, p < 0.05). Such findings reflect Allcott and 

Gentzkow's (2017) work on selective exposure and fake news during the 2016 U.S. 

election, underscoring that users tend to seek out information that confirms their 

biases. This selective exposure creates echo chambers that reinforce beliefs and reduce 

users' exposure to diverse perspectives, reinforcing the filter bubble effect described 

by Pariser (2011). This study extends these concepts by demonstrating their 

applicability across demographics and global social media platforms, indicating that 

echo chambers are a universal phenomenon in digital spaces. 

The long-term effects on trust in traditional news sources add a new dimension 

to existing studies on misinformation. Unlike previous research focused on the 

immediate effects of fake news, this study shows that 55% of users report diminished 

trust in traditional news after prolonged misinformation exposure. This insight 

supports Guess, Nyhan, and Reifler’s (2020) findings that trust erosion occurs with 

consistent misinformation exposure, but it expands the scope by analyzing these 

effects over an extended period. The distrust in traditional media may reflect a shifting 

paradigm in news consumption, where audiences increasingly rely on social media, 

despite its unregulated nature and higher misinformation risk. 

From a theoretical perspective, this research also contributes to cognitive 

dissonance theory, which suggests that people avoid information that conflicts with 

their beliefs (Festinger, 1957). The study found that users are more likely to engage 
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with content aligning with their views, even if this means consuming unverified or 

sensationalist information. This engagement pattern reinforces confirmation bias, 

whereby users not only seek but also believe misinformation that supports their pre-

existing opinions. These insights emphasize the need for social media literacy 

initiatives to help users critically assess information sources and overcome 

confirmation bias. 

One of the most pressing findings involves user perceptions of social media’s role 

in echo chambers and the support for regulation. About 72% of respondents agreed 

that social media creates echo chambers, while 60% favored more regulation on 

misinformation. However, this support is tempered by concerns over free speech, 

reflecting a societal challenge in balancing freedom of expression with the need for 

reliable information (Mcintyre, 2021). These results suggest that social media platforms 

and policymakers must consider nuanced approaches to content regulation that 

respect freedom while countering the spread of misinformation. 

The practical implications of this research are substantial, especially for education 

and policy. Given the influence of misinformation on public opinion, there is a clear 

need for enhanced media literacy programs that empower users to distinguish 

between credible and unverified information. Wardle and Derakhshan (2017) argue for 

digital literacy as a critical tool in the fight against misinformation, a view supported 

by our respondents’ suggestions for fact-checking and verified source labels. 

Incorporating media literacy into school curricula and public awareness campaigns 

could mitigate the effects of selective exposure and confirmation bias. 

Additionally, the findings call for increased accountability among social media 

platforms. Algorithmic adjustments to prioritize factual information and reduce the 

spread of sensationalist content could address some of the issues highlighted by 

Cinelli et al. (2021), who discuss the role of platform design in misinformation 

amplification. Social media companies could also implement transparent fact-checking 

mechanisms to verify news, aligning with the growing demand for accountability and 

accuracy. While this research has contributed new insights, it is essential to note its 

limitations. First, the study’s cross-sectional design limits its ability to track long-term 

shifts in public opinion. Future research could adopt longitudinal approaches to 

examine how sustained misinformation exposure affects belief systems over time. 

Additionally, expanding the study across more diverse platforms and cultural contexts 

could provide a more comprehensive understanding of the global implications of 

social media misinformation. 

The study underscores the pivotal role of social media in shaping public opinion 

in the post-truth era, revealing complex dynamics of selective exposure, confirmation 
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bias, and distrust in traditional news. By addressing these challenges through digital 

literacy initiatives, regulatory frameworks, and platform accountability, policymakers 

and social media companies can work towards a more informed, resilient digital 

society. Future research should continue exploring these issues to develop robust, 

evidence-based strategies for combating misinformation in our increasingly digital 

world. 

 

CONCLUSION 

This study highlights the substantial impact of social media on public opinion 

formation in the post-truth era, demonstrating how misinformation and selective 

exposure contribute to opinion polarization and influence democratic processes. The 

findings reveal that through algorithmic engagement models, social media platforms 

often amplify sensationalist and biased content, creating echo chambers that reinforce 

users' pre-existing beliefs. This dynamic fosters an environment where inaccurate 

information can significantly shape public opinion, affecting social trust and informed 

decision-making. To address these challenges, future research should explore the 

effectiveness of various misinformation countermeasures, such as platform policy 

adjustments, digital literacy initiatives, and algorithmic transparency. Additionally, 

examining the role of individual user characteristics, like cognitive biases and media 

literacy levels, in susceptibility to misinformation can provide a more nuanced 

understanding of social media’s influence on diverse populations. 
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